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Why TMM and Limma

* Many normalizations have been developed for
RNA-seq data

* Many methods are also available for detecting
differentially expressed genes

e TMM and Limma have been shown to be
robust and accurate (along with a method

called DESeq)
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Figure 2: Comparison of normalization methods for simulated data
with equal library sizes and the presence of ...
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Figure 3
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Type I error rates in the absence of true differential expression. The bar plots show the
proportion of genes with P<0.01 for each method (a) when the library sizes are equal and (b) when
the library sizes are unequal. The red line shows the nominal type I error rate of 0.01. Results are
averaged over 100 simulations. Methods that control the type I error at or below the nominal level
should lie below the red line.
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Figure 4
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Power to detect true differential expression. Bars show the total number of genes that are
detected as statistically significant (FDR < 0.1) (a) with equal library sizes and (b) with unequal
library sizes. The blue segments show the number of true positives while the red segments show false
positives. 200 genes are genuinely differentially expressed. Results are averaged over 100
simulations. Height of the blue bars shows empirical power. The ratio of the red to blue segments
shows empirical FDR. FDR, false discovery rate.
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Table 1: Software packages for detecting differential expression

Method

edgeR

DESeq

baySeq

NOlseq

SAMseq (samr)
Limma

Cuffdiff 2 (Cufflinks)

EBSeq

Version

3.0.8

1.10.1

1.12.0

114

2.0

3.14.4

2.0.2-beta

1.1.7

Reference

[4]
(5]
(6]
(7]
(8]
(9]
[10]

[11]

Normalization®

TMM/Upper quartile/RLE (DESeq-like
DESeq sizeFactors

Scaling factors (quantile/TMM/total)
RPKM/TMM/Upper quartile

SAMseq specialized method based o1
™M

Geometric (DESeq-like)/quartile/clas

DESeq median normalization



Figure 3: False discoveries on the basis of mock comparisons in
the (A) mouse and (B) human data. In each mock ...
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"For instance, in the inherently more heterogeneous human data, only DESeq and limma were
able to produce low rates of false positives even if the number of samples was increased"
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